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1. Introduction

In this paper we concern ourselves with the provision of high reliability and availability, and the preservation of data confidentiality, in large scale distributed systems, such as ones based on workstations connected over one or more high speed LANs.

1.1. Problem statement

Dependability, a generic concept – defined as the trustworthiness of a computer system such that reliance can justifiably be placed on the service it delivers – may be viewed w.r.t. different properties [8] and so enables the definition of a number of different dependability attributes, including: availability (w.r.t. readiness for usage), reliability (w.r.t. continuity of service), safety (w.r.t. avoidance of catastrophic consequences on the environment), security (w.r.t. prevention of unauthorized access and/or handling of information, i.e., provision of data integrity and confidentiality).

Some of these attributes (reliability/availability and security) are often considered separately because the techniques used to achieve them are usually perceived as being mutually antagonistic. Firstly, reliability and availability are generally achieved by incorporating mechanisms for tolerating any faults (especially accidental faults) that occur, or that remain despite attempts at fault prevention during the system design process. These techniques will of necessity involve space and/or time redundancy; they can easily take advantage of a distributed computing architecture by means of replicated computation using sets of untrusted\(^1\) (or fallible) processors. Secondly, security features are generally achieved by means of fault prevention mechanisms (w.r.t. intentional faults, such as intrusions) whereby critical applications are implemented on physically and/or logically protected computers. Such protection is usually based on the TCB (Trusted Computing Base) or NTCB (Network Trusted Computing Base) concepts [17] [18].

From the above we see that what can be termed an antagonism between reliability/availability and security arises in at least the two following ways [7]: (i) accidental-fault tolerance (by means of replication) increases the number of potential access points to confidential information and thus can reduce the effectiveness of the protection techniques; (ii) intrusion prevention (by means of a local TCB or a NTCB partition) can suffer from the fact that one cannot justifiably rely either on a single TCB (which forms a classical “single point of failure”), or on the local TCB/NTCB partition of each computer inter-connected to the network.

To be adequately realistic, a solution dealing with this antagonism must, we believe, take into account the following two requirements: (i) trusted area reduction, by which we mean that the security provided by a potential

---

\(^1\) Here we use the term trusted component to mean one that is assumed to be highly reliable and available, and impervious to intrusions (i.e., not to be a source of deliberate faults), in its intended environment.
solution should depend on as small as possible a trusted area, because it is impossible to place confidence on all of the processors in the network; (ii) openness, by which we mean that a potential solution must not be (excessively) software and/or hardware dependent, but instead allow implementation over a network of heterogeneous systems. The former requirement, regarding trusted area reduction, would also contribute to the latter one, regarding openness, since untrusted processors belonging to same critical application would thus not be security-dependent.

1.2. Reliable processing of confidential information

Let us consider the problem of reliable processing of confidential information as involving a combination of the three following features a), b) and c):

a) Simple processing (Fig. 1a): processing (P) is applied to a set of input data (D) in order to obtain a set of output results (R). Both areas are shaded to denote the fact that neither the processor (the lower area) nor the environment containing the I/O (input/output) devices and which provides the inputs and accepts the outputs (the upper area) are trusted.

b) Reliable processing (Fig. 1b): the redundant execution of P (by means of processor replication) in order to provide data integrity for D and R, and reliable processing of P.

c) Confidential processing (Fig. 1c): in this, and indeed all cases where confidentiality is required, input is provided from, and output is delivered back to, a trusted area. Neither of the two regions of Fig. 1c is shaded; this is to indicate that P is executed, and its I/O prepared/received, securely (in similarly trusted areas), in order to preserve the confidentiality of D, R and (perhaps) P.

2. Achieving Combined Reliability and Security

2.1. Approach 1: Protection

This first approach is based on a classical security technique, protection, an intrusion-prevention technique which is based on forecasting and preventing, as far as possible, the different intrusions that could damage overall system security. This technique may be implemented by either of two different solutions: 1) centralized protection or 2) local protection. In each case, replication is also employed, in order to add both processing reliability and data integrity.

2.1.1. Solution 1.1: Centralized protection and replication

This first solution (Fig. 2) is in fact the logical combination of the features (reliability and confidentiality) represented in Figs. 1b and 1c. As in all cases where confidentiality is required, I/O operations, for each given user, are performed in a trusted area using a similarly trusted processor. However, the processing is replicated and executed by trusted processors that all belong to the same trusted area as that where the data is provided and the results received by the user. Solution 1.1 can be developed on the basis of a centralized TCB as recommended in the Orange Book [17], using a specific architecture, i.e., a fault-tolerant computer system, such as Tandem or Stratus systems.

There are two possibilities for preserving the confidentiality of data whilst it traverses the medium used for
inter-processor communication, depending on whether or not the medium is considered as part of the trusted area. In the latter case, confidentiality preservation of the whole critical application is based on the encrypting of all communications between processors. In either case, the trusted area reduction requirement, and thus also the openness requirement, are not adequately met, since all the processors (together, one can be sure, with significant portions of their operating systems), and perhaps the communication medium, are considered as part of the trusted area.

Solution 1.1 is thus in practice perhaps well suited for very specific highly critical applications such as some types of military computation but does not fit well with general-purpose applications which may invoke remote processors and use several distinct networks.

2.1.2. Solution 1.2: Local protection and replication

This second solution (Fig. 3) is in fact a network generalization of the previous solution. I/O operations are performed in a trusted area located on a special trusted processor. Normal processing is still replicated but it is now accomplished in an untrusted area, on processors which are in general untrusted. Each of these processors is however protected by means of a local TCB and a NTCB partition as recommended in the Red Book [18].

An Authentication—Access Control scheme (AAC and AAC', in Fig. 3) is needed between the special trusted processor and the other processors involved in the critical application, in order to ensure the overall security of the application.

There is only one possibility for the preservation of the confidentiality of the communication medium since processing is executed in the untrusted area; the medium must be considered as part of the untrusted area and all communications between the different processors must thus be encrypted.

Several hardware and/or software implementations of this solution have been developed, for example: the Distributed Secure System [2] [11], the LOCK co-processor [12] in connection with the SDNS project [15], Secure Sun OS [16].

With Solution 1.2, we can see that the trusted area reduction requirement is partially respected: (i) respected, since each processor involved in executing the critical application is now considered to be untrusted, and to be situated in an untrusted environment area; (ii) partially, because each of these untrusted processors must be protected by a local TCB and NTCB component, which are each in fact a local (albeit perhaps small) trusted software and/or hardware mechanism operating in an untrusted environment. However, this means that the mechanism should therefore be made tamper-proof, so that it cannot be opened without destroying its content. Such tamper-proof devices also need to possess a master key in order to communicate securely with other such devices in the untrusted area; and in practice, must be small and essentially maintenance-free.

The other requirement, openness, is not respected because each implementation of this solution requires the help of a TCB/NTCB partition to enforce security on the different processors of the network. This is the main drawback of Solution 1.2, particularly where the TCB or NTCB component is merely software running on the otherwise untrusted processor, because it is very difficult to protect the component from and by something as complex as an operating system, (e.g., Unix in the LOCK/ix project). However when the NTCB is in special-purpose hardware, monitoring all communications to and from the untrusted processor (as in the DSS project), its task, and that of making it tamper-proof, are more readily achievable. Anyway, in all cases, if any of the local TCB/NTCB components are corrupted or replaced by Trojan Horses, all the others are threatened so that the security of the whole network is compromised and the confidentiality of the critical application lost.
2.2. Approach 2: Encryption

This second approach is based on another classical security technique, encryption, which is a well established technique for preserving the confidentiality of communications and file archiving. It can be used for preserving the confidentiality of information processing in two different ways: 1) homomorphic encryption or 2) black-box encryption. In each case, replication is also used, in order to provide both processing reliability and data integrity.

2.2.1. Solution 2.1: Homomorphic encryption and replication

With this solution (Fig. 4), a user's I/O operations are always performed in a trusted area, and reliability features are obtained by means of processing replication, again in an untrusted area, but in an encrypted way. In the one trusted area, a special trusted processor transforms the data set (D) and the processing (P) by means of a specific kind of encryption technique (C) into an encrypted data set (D') and encrypted processing (P').

Only certain types of encryption, called privacy homomorphisms [1] [10] [13], are suitable for such transformations. However, when C is of such a type, P' can be securely accomplished in the untrusted area, by untrusted processors. Encrypted results (R') obtained in the untrusted area can then be de-encrypted (C^-1) in the trusted area to obtain results in clear (R):

- D thus has an image D' according to C: D'=C(D);
- P also has its own "image" P' depending on both C and P features: P' is a function of (C,P);
- R' is thus an image of D' with P': R'=P'(D').

With Solution 2.1 communication confidentiality is directly preserved by means of encryption and no additional techniques are required for this purpose.

But a restriction must be observed in implementing any scheme based on Solution 2.1. If an intruder can access the encrypted value of any arbitrary constant and if the comparison operator is available then usage of a privacy homomorphism is no longer secure. This is because the intruder can use a simple binary search strategy to discover the encrypted value of each data item of the whole data set D [10]. However in some particular cases (where there is no need for a comparison operator) Solution 2.1 is valid [1] [13]; but these cases are very limited (very specific banking transactions, for example) and thus this approach cannot be considered as providing a general solution.

Because of the above restriction, we can say that Solution 2.1 partially respects the openness requirement since processing is securely executed only in some particular cases (if C is a privacy homomorphism and if P does not provide the comparison operator). However, we can say that Solution 2.1 respects the trusted area reduction requirement perfectly, since processing is completely executed by untrusted processors, without any need for trusted devices in the untrusted area.

2.2.2. Solution 2.2: Black-box encryption and replication

This solution (Fig. 5) exhibits some common features with the previous solution: I/O operations are performed in the trusted area and processing in the untrusted area, reliability is obtained by replication and confidentiality by encryption. However, homomorphic encryption is replaced by black-box encryption. In fact, processing is apparently executed in encrypted form: R'=P'(D'), since only encrypted data D', encrypted processing P' and encrypted results R' can be observed in the untrusted area.

In reality, processing is executed in clear inside a trusted "black box" associated with each untrusted processor. This solution involves three steps:

- encrypted input data (D') is received and de-encrypted with C^-1: D=C^-1(D');
- normal processing P is executed in order to obtain results R: R=P(D);
- results R are encrypted with C in order to obtain R' that can be sent out of the black box securely: R'=C(R).
The trusted black box thus contains a decrypting-
processor, a small size memory, a processor and an
encrypting-processor. To be really secure, it must be
tamper-proof (as described in Section 2.1.2 above).

However, Solution 2.2 suffers from several major
drawbacks [7], though the first three listed below are
essentially similar to those possessed by Solution 1.2:

- **protection against a Trojan-horse black box**: in order
to be qualified as trusted, it must not be possible to
replace the black box by a Trojan-horse black box
during its operational life (leave alone during initial
installation);

- **management of encrypted addresses**: all data received
by the trusted black box, such as addresses, are
encrypted and are thus more difficult to decode and use;

- **management of communication keys**: one (or
several) master cryptographic key(s) is(are) required
in order to allow secure communications, which
increases the management complexity of key distri-
bution and use;

- **increase of local memory space**: for management of
encrypted addresses or communication keys and local
data storage, thus increasing the local memory space required for the black box whereas it ideally should, as
mentioned previously, be small.

Because of these drawbacks, we can say that though Solution 2.2 is feasible, like Solution 1.2 it does not meet the
openness requirement, because the security in the untrusted area is really hardware- and software-dependent (i.e. black
box dependent), and it does not meet the trusted area reduction requirement very well, since a trusted device (the trusted
black box) must be installed essentially in each processor.

### 2.3. Approach 3: Fragmentation-Scattering

This third approach is based on what can be termed a “unified fault tolerance” technique, the Fragmentation-
Redundancy-Scattering (FRS) technique, since it provides, in a single mechanism, means of tolerating both accidental
and intentional faults, and hence of providing both reliability and confidentiality of data and its processing.
Fragmentation involves dividing fragments of information so as to ensure that, once isolated into physically separate
processors, each fragment is of little value to a potential intruder due to the lack of significant information content in
any one processor. (In principle such fragmentation can either be achieved at the programming language level, where it
can take advantage of programmer-defined data structuring, or at the operating system level, where it is based on
machine-level data types, such as bytes, words and/or pages. Particularly in the former case there is the possibility of
requiring, and making use of, programmer-supplied constraints indicating which data items it would be especially
undesirable for an intruder to be able to correlate.) Such fragments are then replicated, and the replicated fragments
scattered across a (preferably large) number of processors.

FRS has been developed and successfully demonstrated in the context of a secure file archiving system [5] [6] and
in the course of research into security management [3] [4]. In the processing context [7] [19] the approach relies on the
correct execution of a majority of a set of copies of each of a number of program fragments with their corresponding
data fragments, these fragments being widely distributed across a number of untrusted processors. Research to date on
the application of FRS to processing has resulted in the devising of two rather different implementation schemes:
1) fragmentation-scattering and replication or 2) fragmentation-scattering and threshold.

---

1 The FRS technique applied to processing is called Fragmented Data Processing (FDP). Some actual examples of this FDP
technique are presented in the Appendix to this paper.
2.3.1. Solution 3.1: Fragmentation-scattering and replication

With this solution (Fig. 6), I/O operations are again performed in the trusted area, reliability features are again obtained by means of processing replication in the untrusted area, but in a fragmented fashion. In the trusted area, the trusted processor transforms the data set \( D \) by means of a set of projections, or data-fragmentation functions, \( F = \{ f_1, f_2, \ldots, f_n \} \), into a set \( D = \{ d_1, d_2, \ldots, d_n \} \) of data fragments. Similarly, processing \( P \) is transformed by means of a set of projections, or program-code fragmentation functions, \( G = \{ g_1, g_2, \ldots, g_n \} \), into a set \( P = \{ p_1, p_2, \ldots, p_n \} \) of program-code fragments. A critical application is thus split into \( n \) distinct program fragments, each of which consists of a data fragment \( d_i \) and a program-code fragment \( p_i \), as follows:

- \( d_i \) is the image of \( D \) by projection \( f_i \): \( d_i = f_i(D) \);
- \( p_i \) is the image of \( P \) by projection \( g_i \): \( p_i = g_i(P) \);
- \( r_i \) is the image of \( d_i \) by processing \( p_i \): \( r_i = p_i(d_i) \).

Results \( R \) can only be reassembled on the trusted processor because each untrusted processor does not have enough information to permit such re-assembly: perhaps just a single program fragment (one data-fragment \( d_i \), one program-code fragment \( p_i \)) and thus one result fragment \( r_i \), for a given application. In practice, several program fragments could however be mapped on the same physical processor, provided that they do not in sum reveal any significant information.

Solution 3.1 possesses two main beneficial features:

- **different classes of fragmentation functions** \((f_i\) and \(g_i\)) can be defined: security depends on the way the fragmentation functions \((f_i\) and \(g_i\)) are chosen: for a given critical application different classes of fragmentation functions are possible (data and/or program-code driven) and different fragmentation strategies are also possible, thus allowing different security features to be obtained (data and/or program-code confidentiality preservation) [19] [20];

- **security does not depend on \( f_i\) or \( g_i\); confidentiality:** security does not rely on a potential intruder being ignorant of the semantics of the fragmentation functions \((f_i\) or \(g_i\)).

A potentially major drawback of Solution 3.1 is that it might be expensive, in terms both of performance and program development effort. The major issues involved are as follows:

- **additional memory space overheads:** the memory space overheads due to replication are exactly the same as for any other solution using replication; those due to fragmentation come from the fact that there can be an overlapping of the data fragments \( d_i \) derived from \( D \). In such a case and if these overheads are important, then another fragmentation strategy (based on a larger, but then admittedly perhaps less secure, fragmentation granularity) might be adopted;

- **increased number of processors:** this is unavoidable, but in the introduction of this paper it was indicated that we are assuming the basic global environment of the problem of *reliable processing of confidential information* in a distributed computing environment. In many such systems, for example university computing networks, a large number of processors can be idle very often [9]; in such cases the provision of reliability/availability by means of processing replication and of security by means of fragmentation-scattering can together take advantage of such unused processing power;

- **communication overheads:** since many more processors are required than with the two previous approaches, much more communication traffic may be induced: for example by data fragment exchanges between distinct program fragments. In such cases, and if communication overheads are significant, this again, might motivate the adoption of another fragmentation strategy, with larger fragmentation granularity;

- **development effort:** if significant development effort is needed to apply the technique to each separate application this would constitute the major cost of this approach, which would probably only be justifiable on very critical
applications which were thereafter to receive extensive use. To date, investigations have been somewhat application-specific, but the prospect of application-independent methods of using the technique is now being considered.

From the above, and from experiments to date, we claim that solution 3.1 respects the openness requirement; we believe that most types of critical application can be fragmented, at least to a degree, largely because a wide range of fragmentation possibilities are offered by means of the different fragmentation classes and strategies. The trusted area reduction requirement is certainly respected since no trusted software and/or hardware components need be situated in untrusted areas. In particular, the fragmentation functions \( f_i \) and \( g_i \), though they are used in the trusted area and are the basis of security, are not confidential and could actually be held in untrusted areas.

2.3.2. Solution 3.2: Fragmentation-scattering and threshold schemes

This solution (Fig. 7) has some points in common with the previous one: I/O operations are performed in the trusted area, processing in the untrusted area, and confidentiality requirements obtained by means of fragmentation-scattering. But reliability/availability are now obtained by using so-called threshold schemes \([14]\) applied to processing, instead of using processing replication. With the threshold technique, at least \( s \) (the threshold number) shadows of a given secret are needed to reconstitute the secret and less than \( s \) shadows do not give any information about this secret. Like error correcting codes, the threshold scheme technique thus imposes some redundancy in order to tolerate accidental but also intentional faults (especially intrusions w.r.t. data confidentiality and integrity), and during processing.

In the trusted area, the special trusted processor transforms the data set \( D \) by means of a specific set of projections, taking into account the threshold scheme, \( F^t = \{ f_1^t, f_2^t, \ldots, f_m^t \} \), into a set of data fragments, \( D^t = \{ d_1^t, d_2^t, \ldots, d_m^t \} \). Similarly, processing \( P \) is transformed by means of a specific set of projections, \( G^t = \{ g_1^t, g_2^t, \ldots, g_m^t \} \), into a set of program-code fragments: \( P^t = \{ p_1^t, p_2^t, \ldots, p_m^t \} \). A critical application is thus split into \( m > n \) distinct program fragments (each consisting of a data fragment \( d_i^t \) and a program-code fragment \( p_i^t \)) as follows:

- \( d_i^t \) is the image of \( D \) by projection \( f_i^t \): \( d_i^t = f_i^t(D) \);
- \( p_i^t \) is the image of \( P \) by projection \( g_i^t \): \( d_i^t = g_i^t(P) \);
- \( r_i^t \) is the image of \( d_i^t \) by \( p_i^t \): \( r_i^t = p_i^t(d_i^t) \).

As with Solution 3.1, \( R \) can only be reconstituted on the trusted processor because each untrusted processor does not have enough information, possessing in principal just one data and one program-code fragment for a given application.

Solution 3.2 possesses many of the advantages and disadvantages of Solution 3.1 – however, it allows reduction of the number of required processors to \( m \), instead of the \( n \cdot r \) needed by the previous solution (if \( r \) is the replication level) and thus reduces various types of overhead, including communication overheads. But its main drawback is that not all threshold schema are suitable. With Shamir’s threshold schema based on polynomials \([14]\) for example, a restricted set of polynomials must be chosen: addition is conserved with this kind of processing, but multiplication becomes quickly expensive (high degree polynomials are required in order to perform multiplications securely) and comparison can be used only if the restricted polynomial set offers the total order property (any shadow of any secret must be comparable and respect the total order property imposed by the secrets).

Thus we can see that this solution meets the trusted area reduction requirement fully and that just a restricted set of threshold schemes can be used (high degree and ordered polynomials). Two main problems must also be considered: (i) the security of the fragmentation projections \( F^t \) and \( G^t \) must remain as strong as the (proved) security of the threshold scheme technique; (ii) the cost of these fragmentation projections, i.e., in terms of development effort and required execution time, must not be too important compared to the execution time of the program code fragments \( P^t \).
3. Qualitative Comparison

Different comparison criteria must be considered, **dependability**, **openness** and **performance criteria**, to provide a qualitative comparison (Table 1) of the different solutions presented in the previous section.

### 3.1. Dependability, openness and performance criteria

As explained in the introduction of this paper, **reliable processing of confidential information** is assumed to be concerned with different dependability criteria (**dc**), i.e., goals and requirements, and one openness criterion (**oc**):

- **dc_1** – **reliability**: data processing reliability (and availability) and data integrity;
- **dc_2** – **confidentiality preservation** (security); preservation of data (and perhaps processing) confidentiality;
- **dc_3** – **trusted area reduction**: non excessive security-dependence on trusted areas;
- **oc_1** – **openness**: non excessive security-dependence on specific software or hardware.

Five performance criteria (**pc**) are considered, since valid solutions must not involve excessive performance overheads:

- **pc_1** – **number of processors**: the number of processors required, not counting those needed for redundancy purposes (see **pc_2**);
- **pc_2** – **redundancy overheads**: the number of processors required for redundancy purposes;
- **pc_3** – **number of messages**: the number of messages induced by the total set of processors;
- **pc_4** – **memory size**: the local (to each processor) memory space required for the solution implementation;
- **pc_5** – **system connectivity**: the number of inter-connection links required between the different processors.

As yet we do not have extensive experimental data concerning the performance and costs of FRS, when applied as here to processing, as distinct from file archiving and security management. Therefore Table 1 gives our subjective comparison of the six distinct solutions presented in this paper, taking into account the above dependability and performance criteria. Five values, corresponding respectively to the following qualitative scale, are used to characterize the extent to which the different criteria are satisfied:

- the five values are: \(-\), \(-\), \(\equiv\), \(\dagger\) and \(\dagger\dagger\);
- the corresponding qualitative scale is: very unfavourable, unfavourable, no influence, favourable and very favourable.

![Table 1: Qualitative comparison of the different solutions with respect to dependability, openness and performance criteria](image)

<table>
<thead>
<tr>
<th>Approach 1: protection</th>
<th>Approach 2: encryption</th>
<th>Approach 3: fragmentation-scattering</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sol. 1.1</strong>: centralized protection + replication</td>
<td><strong>Sol. 1.2</strong>: local protection + replication</td>
<td><strong>Sol. 1.3</strong>: fragmentation-scattering + replication</td>
</tr>
<tr>
<td><strong>Sol. 1.2</strong>: local protection + replication</td>
<td><strong>Sol. 1.2</strong>: homomorphic encryption + replication</td>
<td><strong>Sol. 2.2</strong>: black-box encryption + replication</td>
</tr>
<tr>
<td><strong>Sol. 1.3</strong>: fragmentation-scattering + replication</td>
<td><strong>Sol. 3.2</strong>: fragmentation-scattering + threshold schemes</td>
<td><strong>Sol. 3.3</strong>: fragmentation-scattering + threshold schemes</td>
</tr>
</tbody>
</table>

| | dependability | openness | performance |
| | reli/avail/integrity | confidentiality | trusted area reduction | openess | number of processors | redundancy overheads | number of messages | memory size | system connectivity |
| **dc_1** | \(-\) | \(-\) | \(-\) | \(\dagger\dagger\) | \(\dagger\dagger\) | \(\dagger\dagger\) | \(\dagger\dagger\) | \(\dagger\dagger\) | \(\dagger\dagger\) |
| **dc_2** | \(-\) | \(-\) | \(-\) | \(\dagger\dagger\) | \(\dagger\dagger\) | \(\dagger\dagger\) | \(\dagger\dagger\) | \(\dagger\dagger\) | \(\dagger\dagger\) |
| **dc_3** | \(-\) | \(-\) | \(-\) | \(\dagger\dagger\) | \(\dagger\dagger\) | \(\dagger\dagger\) | \(\dagger\dagger\) | \(\dagger\dagger\) | \(\dagger\dagger\) |
| **oc_1** | \(-\) | \(-\) | \(-\) | \(\dagger\dagger\) | \(\dagger\dagger\) | \(\dagger\dagger\) | \(\dagger\dagger\) | \(\dagger\dagger\) | \(\dagger\dagger\) |

"
3.2. Comparison results

Table 1 shows that in our opinion Approach 3 leads to better results w.r.t. the dependability (and openness) criteria: this is due to the fact that it is a unified concept providing both accidental- and intentional-fault tolerance. Approach 1 and Approach 2 globally present better results w.r.t. performance criteria $pc_1, pc_2,$ and $pc_3$; this is due to the fact individual processing replicas ($D, P$ and $R$) are not split over different processors, as is the case with Approach 3.

It should be noted that local (but not global) memory overheads are not expected to be significant with Approach 3; this is because more processors are required for almost the same global memory occupation and each processor then needs a smaller local memory space.

From this analysis and the judgements expressed in the Table, we conclude that all of the approaches described here are in principle capable of providing solutions, suitable for at least some situations, to the problem of reliable processing of confidential information. Each approach, however, has some weaknesses:

- **Approach 1**: poor reduction of the trusted area, and either poor security openness (Solution 1.1) or poor confidentiality preservation (Solution 1.2, when based on OS-enforced software partitioning);
- **Approach 2**: poor confidentiality preservation, and either poor security openness (Solution 2.1: operator restriction) or poor reduction of the trusted area (Solution 2.2);
- **Approach 3**: though adequate w.r.t. our dependability requirements this approach is somewhat poor w.r.t. performance, a situation which we believe can be ameliorated by exploiting the large range of possible fragmentation strategies already identified for this new technique.

4. Concluding Remarks

The originality and potential attractiveness of the fragmentation-scattering approach is that it is provides a unified means of achieving both reliability and security. At this stage, much remains to be discovered about its real advantages and disadvantages, w.r.t. the pre-existing combined techniques against which we have compared it, but we believe the analysis presented above shows that it has considerable promise as a new means of providing fault tolerance against both accidental faults and intentional faults such as intrusions.
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**Appendix**

Depending on the way that fragmentation is performed, it is possible to define different classes of fragmentation techniques, which are concisely described below and more detailed in [19]. In addition, fragmentation granularity is another parameter that can be considered in the choice of a given fragmentation class.

The first class of fragmentation technique relies on fine grain fragmentation (bit or small group of bits), and is in effect a sort of bit-slicing technique: each data item within the whole data structure is split into $f$ fragments of $b$ bits. Thus each of the individual processors has only a local view of the data structure, i.e., $b$ bits out of $f.b$ bits. By this means, the global value of each data item and thus its semantics can be effectively hidden. The code must then be transformed into a set of code “fragments”, each of which has been modified so as to work appropriately with the corresponding fragmented data. Actually, this is not really code fragmentation since the code is simply slightly transformed, and the original program’s semantics is unlikely to be effectively disguised from an intruder. The main interest of this class of fragmentation technique is that it allows a quantitative evaluation of confidentiality preservation by means of entropy calculation [20], but its main drawback, due to its restriction to fine granularity only, is that the openness requirement is not respected.

A second class can be defined when applied at the module level. Each program fragment (data- and code-fragment) corresponds to a single entity in the whole program structure (an instruction block, a program module or a library function) delimited by breaks in the code sequence. Each such fragment is then replicated in $r$ distinct copies scattered over the network. Actually, this class of fragmentation technique is opposite to the previous one because the code is first fragmented in connection with its structure (this is particularly interesting in the case of modular programming languages or block-structured languages) and then the whole data structure is consistently fragmented (with respect to the first code fragmentation). This means that each code fragment will be associated with its own local variables and this implies also that global variables must be fragmented and shared by several distinct fragments.

From the above two classes of fragmentation technique we can derive a third one. As with the first class, this third class takes into account the data structure in order to apply a first step of fragmentation. This first step is well suited to the preservation of data confidentiality, since its aim is to cut some of the semantic links in the tree that could otherwise be built with the main semantic links of the data structure. And secondly, as with the second class, it is applied at the module level and thus similarly relies on the program structure, so is a technique which is well suited to preservation of code confidentiality. This third class thus is used at the programming language level, and is a compromise between fragmentation at the variable and program module levels. If fine grain fragmentation is required for efficient confidentiality preservation then data and code fragmentation can be applied in alternation to get an overall fragmentation which depends on both data and code structures.