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1 INTRODUCTION

The history of software testing is as long as the history of software development itself. It is an integral part of the software life–cycle and must be structured according to the type of product, environment and language used. The goal of software testing is [14, 17]: Firstly, to reveal that hidden number of defects which are created during the specification, design and coding stages of development, secondly, to provide confidence that failures do not occur and thirdly, to reduce the cost of software failure over the life of a product. This is not only a developmental activity for discovering product defects but also an independent assessment of software execution in an operating environment. It is a very time–consuming and tedious activity and accounts for over 30% of the cost of software development [1, 11, 15]. In addition to its high cost, manual testing is unpopular and often inconsistently executed. Therefore, a powerful environment that automates sophisticated testing and analysis techniques is needed.

Software Test Environments (STE) overcome the deficiencies of manual testing through automating the test process and integrating testing tools to support a wide range of test capabilities [9]. The use of STE provides significant benefits as follows [16, 18]. Firstly, major productivity enhancements can be achieved by automating techniques through tool development and use. Secondly, errors made in testing activities can be reduced through formalizing the methods used. Thirdly, defining testing processes secures more accurate, more complete and more consistent testing than do human–intensive, ad hoc testing processes. Fourthly, automated testing improves the likelihood that results can be reliably reproduced.

To achieve the high quality required of software, a Statistics–based Integrated Test Environment (SITE) is proposed. Based on two main issues in software testing, when to stop testing and how good is the software after testing, it provides support for test execution, test development, test failure analysis, test measurement, test management and test planning. SITE enables early entry of the test process into the life cycle due to the modelling stage. After well–prepared modelling and requirements specification are undertaken, the test process and the software design and implementation can proceed concurrently.
In Section 2 of this paper, we survey the related work in software testing techniques, particularly in statistical software testing. The architecture of SITE for supporting automatic testing is proposed in Section 3. In Section 4, a comparison of STEs using the Software Architecture Analysis Method (SAAM) is discussed. Section 5 summarizes my research.

2 SOFTWARE TESTING TECHNIQUES

2.1 The Classification Of Software Testing Techniques

The software testing techniques can be classified according to the following viewpoints and the classification of software testing techniques is shown in Figure 1.

Figure 1: The classification of software testing techniques

- Does the technique require us to execute the software? If so, the technique is *dynamic testing*; if not, the technique is *static testing*.
- Does the technique require examining the source code in dynamic testing? If so, the technique is *white-box testing*; if not, the technique is *black-box testing*.
- Does the technique require examining the syntax of the source in static testing? If so, the technique is *syntactic testing*; if not, the technique is *semantic testing*.
• How does the technique select the test data? Test data is selected depending on whether the technique refers to the function or the structure of the software [3], leading respectively to functional testing and structural testing, where as test data is selected according to the way in which software is operated with respect to random testing.

• What type of test data does the technique generate? In deterministic testing [13], test data are predetermined by a selective choice according to the adopted criteria. In statistical testing, test data are generated according to a defined probability distributed on the input domain.

2.2 Statistical Software Testing

It is a well known fact in the software industry that software of any complexity cannot be exhaustively tested and that a sample of the possible inputs must be relied on for the testing performed. The testing techniques which base on the deterministic method ask the tester to select these peculiar inputs to test peculiar cases by means of test criteria. It may discover many errors but may not provide much improvement in the product’s quality. It is also accepted that errors can have significantly different effects on the failure rate of software and that a greater payoff comes from discovering and removing the errors with high failure rates during testing.

Statistical testing is a software testing process in which the objective is to measure the reliability of the software rather than to discover software faults. The user of a system is interested in the probability of failure-free behaviour. Following this line of thought, statistical testing which has a high fault-revealing power provides a method for determining test data sets, in spite of a tricky link between the adopted criterion and the actual faults [13, 17]. The exit criterion can be based on a reliability measure when the test set has been selected randomly from an appropriate probability distribution over the input domain.

The basic procedure of the statistical testing shown in Figure 2 is

• to determine the size \(n\) of test set and select test cases from an input distribution,
• to execute the software under test,
• to record the amount of execution time between failure [7] or estimate the defective rate of the output population [4],
• to continue testing until the selected model shows that the required failure-intensity level has
been met to the desired level of confidence like "we can accept the testing to say with 95% confidence that the probability of 1,000 CPU hours of failure-free operation in a probabilistically defined environment is at least 0.995.”

Current statistical testing techniques involve exercising a piece of software by supplying it with test data that are randomly drawn according to a single, unconditional probability distribution on the software’s input domain [6, 8]. This distribution represents the best estimate of the operational frequency for the use for each input. It provides a scientific basis for making inferences from testing about operational environment. Therefore, if test data are randomly drawn from an input distribution representative of some particular user profile, statistical testing becomes an experimental way to determine whether or not a product meets its dependability requirements. The main benefit of statistical testing is that it allows the use of statistical inference to compute probabilistic aspects of the results of the testing process, such as reliability, mean time to failure (MTTF) and mean time between failures (MTBF). However, these techniques are insufficient for many types of software, because the probability of applying an input can change when the software is executed [7].
In order to address this difficulty, we introduced the inverse concept presented by Cho [4]. Each execution of the software is considered equivalent to 'sampling' an output from the output population. The goal of software testing is to find certain characteristics of the population such as the ratio of the number of defective outputs in the population to the total number of outputs in the population. It uses the number of executions of the software to assess the software reliability, which is different from previously mentioned measures which use the execution time. Gathering the data for the error history of a piece of software requires a long period of time, and even then, the reliability measure is often difficult to quantify. However, a piece of software is not subject to deterioration such as wear, tear or burn, that is, the reliability of a piece of software is independent of time but dependent on the frequency and nature of software usage. Cho gives the following definition:

*Software reliability is* \( 1 - \theta \), *the probability that the software performs successfully, according to software requirements, independent of time.*

where \( \theta \) is the defective rate of the software output population. This definition is a natural consequence of following the principles of software engineering with statistical quality control. From this point of view, determining the defective or non-defective outputs from software requires corresponding input data. The input domain is the source from which input data are constructed for the software. If the input domain is not well defined, the input data will not be properly constructed and will be of a poor quality. Following Cho, the approach adopted in this paper specifies the input domain of a software by means of a SIAD (Symbolic Input Attribute Decomposition) tree which is a syntactic structure representing the input domain of a piece of software in a form that facilitates construction of random test data for producing random output for quality inspection. The SIAD tree enforces the development of well-defined user requirements and imposes discipline in both design and implementation. However, it lacks a clear framework which would indicate how automated testing is to be achieved. As an improvement, a Framework for Automating Statistics-based Testing (FAST) was presented.

### 2.3 An Overview of the FAST

FAST [5], which is an extension of the testing concept in quality programming, has been proposed to help develop good quality and cost effective software. It addresses the two major soft-
ware testing issues: when to stop testing and how good is the software after testing. A simplified view of the FAST is shown in Figure 3.

![Diagram of FAST process]

**Figure 3: An overview of the FAST**

- **Problem Modelling:** Given a system to be developed, a model is developed to analyze and understand the problem. The Modelling activity includes: modelling of inputs and outputs as well as modelling of the software. Requirements are then generated as a result of the modelling activity. Included in the requirements are a software and test requirements. Software requirements define the functions the software is to perform and the quality characteristics such as response time, throughput, understandability and portability. The test requirement can be divided into two groups: functional and quality requirements. These requirements define the input domain, product units and product unit defectiveness for statistical sampling, sampling methods for estimating the defective rate of the software population with which to judge software quality, statistical inference methods and the confidence levels of software output population quality, the acceptable software defect rate and the generation methods of test input units. From functional requirements, the input domain and the product units are defined. From quality requirements, we can define the product unit defectiveness and specify the quality statement. Without the definitions of input
domain, product unit and product unit defectiveness, it is not possible to control the quality of the data produced by a piece of software.

- The SIAD/SOAD tree: One of the major problems in software development is ambiguity in requirements specification, particularly specification of input domain and product unit. The SIAD tree is a syntax structure representing the input domain of a piece of software in a form that facilitates construction of random test data for producing random output for quality inspection. It is used to represent the hierarchical and "network" relation between input elements and incorporate rules into the tree for using the inputs. Input is constructed from data of different characteristics that are called input attributes. Associated with each input attribute is a syntax structure. The structure can be decomposed into a lower level substructure and so on, until further decomposition is not possible. The lowest level substructure is called a basic element. If the basic element is numerical then the lower bound and the upper bound of the element are given under the element. The overall structure is a tree. The tree can be arranged as a linear list with the structure preserved by a set of symbols called the tree symbols. In FAST, the specification of the product unit and product unit defectiveness is addressed by the "Symbolic Output Attribute Decomposition" (SOAD) tree which is similar to the structure of the SIAD tree.

- Statistical Analysis: Testing a piece of software is equivalent to finding the defect rate of the product unit population generated by the software. The defect rate is defined as the ratio of the number of product units that are defective to the total number of product units that the software has generated. The total number of product units, denoted by \( N \), of any non-trivial piece of software ranges from extremely large to infinite, but can still be treated as an object of statistical interest. Although impossible in practice, it can be conceptually assumed that all \( N \) units have been produced and analyzed. Each of them can be classified as defective or non-defective. If there are \( D \) units that are defective, then the product unit population defect rate, denoted by \( \theta \), is \( \theta = D/N \). Since it is impossible to obtain all \( N \) units, the best approach is to estimate \( \theta \) by means of statistical sampling.

- Test Process: Based on the SIAD/SOAD tree, FAST can automatically generate test data with an iterative sampling process which dynamically determines the sample size \( n \) (when to stop testing); the software quality can be estimated with the inspection of test results which can be auto-
matically achieved by lexical and syntax analysis and the product unit of population defect rate which can be estimated from the sample defect rate which may be imposed on the software as the software quality index (how good is the software after testing).

- The major advantages of FAST are: Firstly, testing can be completely automated using a statistical approach, from the generation of test data based on the SIAD tree to the inspection of test results based on the SOAD tree; secondly, changing distributions do not need to be acknowledged since the SIAD tree is static; thirdly, the software quality can be assessed using statistical techniques (such as sampling or inference); fourthly, the test data do not need to be stored for regression testing, as it only requires a small space in which to keep the random number seeds; fifthly, after the specification of requirements is developed, the generation of test data is independent from the software design and implementation; sixthly, we do not need the test oracle to compute expected results and finally, testing can be performed based on the user’s actual execution of the software.

3 SITE: A STATISTICS-BASED INTEGRATED TEST ENVIRONMENT

Based on FAST, SITE is developed to provide a test environment which secures automated support for the testing process. It consists of computational components, control components and an integrated database. The computational components include the modeller for modelling the software as well as the quality plan, the SIAD/SOAD tree editor for specifying the input, product unit and product unit defectiveness, the quality analyst performs statistical analysis for determining the sample size and estimating the software quality during testing, the test data generator for generating test data and the test results validator for inspecting the test results. There are two control components, the test manager and the test driver. The architecture of SITE is shown in Figure 4.

3.1 Test Manager

Software testing is an extremely complicated process consisting of many activities and dealing with many files created during testing. Following this line of thought, the test manager includes two main tasks: control management and data management.
The task of control management provides an application programmatic interface (API) between tester and SITE. This API receives the command from the tester and corresponds with the functional module to execute the action and achieve the test requirements. It will trigger the test driver to start test and get the status report of test execution back which will be saved in the test report repository.

The task of data management provides the support for creating, manipulating and accessing data files plus the relations among these data files which are maintained in a persistent database in the test process. This database consists of static and dynamic data files. The static data files include a SIAD/SOAD tree file, a random number seeds file and a quality requirement file. The dynamic data files include an input unit file, a product unit file, a defect rate file, a file for the range of defect rate and a sample size file. A conceptual data model is shown in Figure 5.

3.2 Test Driver

Test driver calls the software being tested and keep track of how in performs. More specifically, it should

- Set up the environment needed to call the software being tested. It may involve setting up
and perhaps opening some files.

- Make a series of calls to operate the dynamic testing. The arguments for these calls could be read from a file or embedded in the code of the driver. If arguments are read from a file, they should be checked for appropriateness, if possible.

When the testing operates, the test driver triggers the test data generator to generate input according to the requirements determined by the statistical analysis of the quality analyst, makes a series of calls to execute the software and produces the product unit to the test results validator for evaluation of the tests and software.

3.3 Modeller

The Modeller operates activities which include modelling of inputs and outputs, modelling of the software. Inputs are modelled in terms of types of input data, rules for constructing inputs and sources of inputs. The modelling of output includes the crucial definitions of product unit and product unit defectiveness on which the design and testing of the software must be based. This information is used as the basis of a specification in the SIAD/SOAD tree that can be used to describe the abstract syntax of the test cases as well as the trace data occurring during the test.
The software itself, as distinct from its output, is modelled in terms of the description of the process being automated, rules for using inputs, methods for producing outputs, data flows, process control and methods for developing the software system.

The modelling of output also includes output quality planning, in which sampling methods and parameters for software testing and the acceptance procedure are determined. These parameters include firstly a definition of the defectiveness of the product unit so that the quality of a product unit can be evaluated and secondly an identification of the tolerance limits in defining the defectiveness of a product unit. This information provide support for test planning and test measurement to the statistical analyst.

The test requirements for SITE is as follows:

- To execute automated testing until it has been sufficiently tested (when to stop testing),
- To re-execute the input units which have been tested (regression testing),
- To inspect the result of executing an input unit by the software,
- To enhance testing in areas that are more critical,
- To execute the particular number of input units,
- To produce the test execution report, the test failure report and the test quality report.

3.4 SIAD/SOAD Tree Editor

Requirements specification is the activity of identifying all of the requirements necessary to develop the software and fulfil the user’s needs. It covers all input, processing and output requirements. In particular, the input/output domain of the software, that is, the types of input/output, rules for using the input or examining the output and constraints on using the input/output, are identified from the modelling process and refined. Here, the SIAD/SOAD tree is a powerful tool to represent the input/output domain in a convenient form for the crucial part of requirements specification.

The SIAD/SOAD tree editor is a graphical editor that supports the editing and browsing of the SIAD/SOAD tree. The SIAD/SOAD tree and the model will be built at the same time. The modeller will trigger the SIAD/SOAD tree editor when each message (input or output) links two events during the modelling process. The result of editing will be saved in a SIAD/SOAD tree file which
allows the test data generator to generate test data by a random method and the test results validating to inspect the product unit.

3.5 Statistical Analyst

Testing a piece of software is likely to find the defect rate of the product unit population generated by the software. Therefore, each execution of the software in SITE is considered equivalent to 'sampling' an output from the output population. The goal of statistics-based testing is to find certain characteristics of the population such as the ratio of the number of defective outputs in the population to the total number of outputs in the population. Clearly a mass inspection of the population to find the rate is prohibitive. An efficient method is through statistical random sampling. A sample of \( n \) units is taken randomly from the population. If it contains \( d \) defective units, then the sample defect rate, denoted by \( \theta^0 \), is \( \theta^0 = d/n \). If \( n \) is large enough, then the rate \( \theta^0 \) can be used to estimate the product unit population defective rate \( \theta \).

Addressing the two major testing issues, when to stop testing and how good the software is after testing, the statistical analyst provides an iterative sampling process that determines the sample size \( n \). It also provides a mechanism to estimate the mean, denoted by \( \mu \), of the product unit population. Once the value of \( \mu \) is estimated, the product unit population defect rate \( \theta \) can be computed by \( \mu = n\theta \). If the value of \( \theta \) is acceptable, then the product unit population is acceptable. The piece of software is acceptable only when the product unit population is acceptable. Therefore, the estimated product unit population defect rate \( \theta \) can be viewed as the software quality index.

The statistical analyst receives quality statements from a quality requirement file. The quality statement defines software quality that is equivalent to \( p\% \) of the output population being non-defective (the acceptance level). The result of the iterating sampling process, sample \( n \), will be dynamically saved into a sample size file for providing an information to the test data generator. The values of confidence interval also is computed and will be saved into a file for the range of defect rate for supporting the evaluation of software quality by the test results validator.

To analyze the failure data collected during the statistical testing a reliability model is need. The model is based on a control chart with three regions, reject, continue and accept, as shown in Figure 6.
The defect rate is plotted in the chart. As long as the plots fall in the continue region, the testing has to continue. If the plot falls in the rejection region, the software reliability is so bad that it has to be rejected and re-engineered. If the plots fall in the acceptance region, the software can be accepted based on the required quality statement with given confidence and the testing can be stopped.

3.6 Test Data Generator

After the sample size is determined, the SIAD/SOAD tree file is used for automatically generating input test data through random sampling with a random number seed. The input test data will be temporarily saved in the input unit file for re-executing according to the test requirements.

The process of automated test data generation is as follows:
Step1: Determine the sample size \( n \) by statistical analysis,
Step2: Generate the number of test data \( M \) for each sample by a random number seed,
Step3: The construction of test data using a SIAD/SOAD tree can be accomplished as follows:

3.1 Let \( K \) be the number of elements in the SIAD/SOAD tree. Each element in the tree is indexed by a number ranging from 1 to \( K \). A random number selected from \([1,K]\) is produced by using a random number generator.
3.2 The element with its index equal to the random number is selected.
3.3 If the element has a parent in the SIAD/SOAD tree, then backtrack to select it.

Step4: A total of $M$ elements will be randomly sampled from a tree for designing test data.

3.7 Test Results Validator

A test results validator in SITE is like a compiler. Much as a compiler reads and analyzes source code, the test results validator reads and analyzes the test results with the SIAD/SOAD tree (specification information). It introduces the static testing method to inspect the test results during dynamic testing. The main advantage of using the SIAD/SOAD tree here is that we do not need a test oracle to compute expected results. The SIAD/SOAD tree can be used directly for automatic inspection whether or not the results produced by the software are correct.

The test results validator receives the test results during test execution. After inspecting the test results, it will compute the defect rate and store it in the defect rate file thus providing data to the quality analyst dynamically. According to test requirements, the test failure report is produced by the test results validator.

4 COMPARISON WITH OTHER TEST ENVIRONMENTS

In the work from [9], a comparison and analysis of three STEs, PROTest II (Prolog Test Environment, Version II) [2], TAOs (Testing with Analysis and Oracle Support) [16] and CITE (CONVEX Integrated Test Environment) [18], was made by the Software Architecture Analysis Method (SAAM) [12] which provides an established method for describing and analyzing software architectures. To accomplish this work, the SAAM method takes three perspectives: a canonical functional partition of the domain, system structure and allocation of functionality to system structure. Each is first described as originally diagrammed and discussed by the authors and then recast in the graphical notation used by SAAM along with an allocation of the canonical function partition. According to this work, the three architectural analysis perspectives used by SAAM are described in this section.
4.1 Canonical Function Partition

The test process evolution and canonical functional partition resulting from the STE domain analysis provide the foundation for the Software Test Environment Pyramid (STEP) model [9]. The STEP model, shown in figure 7, stratifies test functionalities from the apex of the pyramid to its base in a corresponding progression of test process evolution in [10] – the debugging, demonstration, destruction, evaluation and prevention periods.

![Canonical Functional Partitions](image)

- Test execution includes the execution of the source code and recording of execution traces. Test artifacts recorded include test output results, test execution traces and test status. It is clearly required by any test process. The test process focus of the debugging-oriented period was solely on test execution.

- Test development includes the specification and implementation of a test configuration. It played a more significant role to the overall test process during the demonstration-oriented and destruction-oriented periods due to the manual intensive nature of test development at that time. Test development methods have not significantly changed, although they have improved in reli-
ability and reproducibility with automation. Thus, their role in the test process has diminished in significance as you move ahead in test process evolution.

- Test failure analysis includes behaviour verification and document and analysis of test execution pass/fail statistics. It was less important when performed manually, as interactive checking by humans added little benefit for test behaviour verification. The methods applied to test failure analysis have increased in their level of sophistication, making test failure analysis more significant to the overall test process.

- Test Measurement includes test coverage measurement and analysis. It is required to support the evaluation-oriented period, which represents the point of departure from a phase approach to a life cycle approach. A significant change in the test process focus is that testing is applied in parallel to development, not merely at the end of development. Test measurement also enables evaluating and improving the test process.

- Test Management includes support for test artifact persistence, artifact relations persistence and test execution state preservation. It is essential to the evaluative test process due to the sheer volume of information that is created and must be stored, retrieved and re-used. Test management is critical for test process reproducibility.

- Test planning includes the development of a master test plan, the features of the system to be tested and detailed test plans. Included in this function are risk management (e.g. what tests not to do, when to stop testing), organizational training needs, required and available resources, comprehensive test strategy, resource and staffing requirements, roles and responsibility allocations and overall schedule. It is the essential component of the prevention-oriented period. Test planning introduces the test process before requirements, so that rather than being an after-thought, testing is pre-planned and occurs concurrently with development.

4.2 SAAM Structure

A system’s software structure reveals how it is constructed from smaller connected pieces and represents the decomposition of the system components and their inter-connections. The graphical notation used by SAAM is a concise and simple lexicon [12], which is shown in figure 8.
<table>
<thead>
<tr>
<th>Components</th>
<th>Connections</th>
</tr>
</thead>
<tbody>
<tr>
<td>Process</td>
<td>Uni- /</td>
</tr>
<tr>
<td>Computational</td>
<td>Bi-directional</td>
</tr>
<tr>
<td>Component</td>
<td>Data Flow</td>
</tr>
<tr>
<td>Passive Data</td>
<td>Uni- /</td>
</tr>
<tr>
<td>Repository</td>
<td>Bi-directional</td>
</tr>
<tr>
<td>Active Data</td>
<td>Control Flow</td>
</tr>
<tr>
<td>Repository</td>
<td></td>
</tr>
</tbody>
</table>

Figure 8: SAAM architectural notations

In the notation used by SAAM there are four types of components: a process (unit with an independent thread of control); a computational component (a procedure or module); a passive repository (a file); and an active repository (database). There are two types of connectors, control flow and data flow, either of which may be uni or bi-directional.

SAAM’s goal is to provide a uniform representation by which to evaluate architectural qualities. The simplicity of the notation is achieved by abstracting away all but a necessary level of detail for a system level comparison. The field of software architecture, not unlike hardware design, recognizes a number of distinct design levels, each with its own notations, models, components and analysis techniques.

4.3 SITE SAAM Description And Functional Allocation

The allocation of domain functionality to the software structure of an STE completes the graphical representation of the STE. The allocation provides the mapping of a system’s intended functionality to the concrete interpretation in the implementation. SAAM focuses most closely on allocation as the primary differentiating factor amongst architectures of a given domain.

The SAAM graphical depiction of SITE is shown in Figure 9. SITE supports statistics-based testing on the top of specification-based testing with two main issues in software testing, when to stop testing and how good the software is after testing. It provides automatic support for test execution by the test driver, test development by the SIAD/SOAD tree editor and the test data gener-
Figure 9: The SITE system structure and functional allocation through SAAM.

ator, test failure analysis by the test results validator, test measurement by the statistical analyst, test management by the test manager and test planning by the modeller. These tools are integrated around an object management system which includes a public, shared data model describing the data entities and relationships which are manipulable by these tools.

SITE enables early entry of the test process into the life cycle due to the definition of the quality planning in the modeller. After well-prepared modelling and requirements specification are undertaken, the test process and the software design and implementation can proceed concurrently.

4.4 STE Comparison

The stated goals of automating the test process are shared by four STEs, PROTTest II, TAOS, CITE and SITE. The use of SAAM clarifies how well each STE achieves this goal and to what degree.
The use of SAAM provides a canonical functional partition to characterize the system structure at a component level. The functionalities supported and structural constraints imposed by the architecture are more readily identified when compared in a uniform notation. A comparison of four STEs, PROTest II, TAOS, CITE and SITE, made by the SAAM is shown in Figure 10.

<table>
<thead>
<tr>
<th></th>
<th>Test Execution</th>
<th>Test Development</th>
<th>Test Failure Analysis</th>
<th>Test Measurement</th>
<th>Test Management</th>
<th>Test Planning</th>
</tr>
</thead>
<tbody>
<tr>
<td>PROTest II</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TAOS</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>CITE</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>SITE</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
</tbody>
</table>

Figure 10: A comparison of four STEs by SAAM

However, test process focus was identified for each STE across the software development life cycle, shown in Figure 11.

• PROTest II and CITE support implementation-based testing and have a destructive testing process focus. This focus has a limited scope of life cycle applicability, as it initiates testing after implementation for the purpose of detecting failures.

• TAOS supports specification-based testing and has an evaluative test process focus. An evaluative test process focus provides complete life cycle support, as failure detection extends from requirements and design to code.

• SITE supports statistics-based testing and has a prevention testing process focus. It focuses on fault prevention through parallel development and test processes. SITE uses the way that timely testing improves software specifications by building models that show the consequences of the software specifications.

There exist some differences amongst implementation-based, specification-based and statistics-based testing. With implementation-based testing, only a set of input data can be generated from an implementation, but the expected outputs can not be derived from the implementation.
In this case, the existence of an oracle (in the human mind) must be assumed and checking the test results against the oracles has to be done. With specification–based testing, both test input data and the expected outputs can be generated from a specification. However, it does not provide an index to know how good is the software after testing. The statistics–based testing is on the top of specification–based testing with the quality plan before specification. The quality plan addresses testing issues such as the testing strategy, test tools needed, acceptance criteria, what reviews are to be performed, risk management (e.g. what tests not to do, when to stop testing). With statistics–based testing, the tests are developed according to prevailing standards and at the right time as well as the software quality will be achieved.
5. CONCLUSION

The production of high-quality information applications to secure the reliability of the software is a very important issue in information system development. An essential component for developing quality software is software testing. However, it is a very time-consuming and tedious activity and accounts for over 30% of the cost of software development. In addition to its high cost, manual testing is unpopular and often inconsistently executed. Therefore, the support of fully automated test environment for the software have been desired a significant issue to the software development process. In this paper, a statistics-based integrated test environment is proposed. It consists of control components (test manager, test driver) and computational components (Modeller, SIAD/SSAD tree editor, statistical analyst, test data generator, test results validator). The activities of the test process are integrated around an object management system which includes a public, shared data model describing the data entities and relationships which are manipulable by these tools. SITE provides automated support for test execution, test development, test failure analysis, test measurement, test management and test planning. It enables early entry of the test process into the life cycle due to the modelling stage. After well-prepared modelling and requirements specification are undertaken, the test process and the software design and implementation can proceed concurrently.
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